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ABSTRACT
Calorie burnt prediction by machine learning algorithm” aim to predict the number of calories burnt by 
an individual during physical activity using machine learning techniques. We collected a dataset that 
includes features such as heart rate, body temperature, and duration of activity. We used various 
machine learning models, including XGBoost, linear regression, SVM and random forest, to predict 
calorie burn based on 15,000 records with seven features. The results indicate that the XGBboost 
model can accurately predict calorie burn with a minimum mean absolute error of calories. This 
work contributes to the growing body of research on using machine learning for health and fitness 
applications and has potential implications for personalized health coaching and wellness tracking.
The highest accuracy of training and testing is gained by the XGBboost model with 99.67% with 
mean absolute error is almost 1.48%.
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Introduction
Background
Calorie is a unit of hear energy. Health and 
fitness are becoming increasingly important to 
individuals and society as a whole. As people 
seek to live healthier lifestyles, they are turning 
to wearable devices and fitness trackers to 
monitor their physical activity and track their 
progress. One important metric that these 
devices track is the number of calories burnt 
during physical activity. Accurately predicting 
calorie burn can help individuals set and 
achieve fitness goals and can also inform health 
coaching and wellness tracking programs [1]. 
The motivation for this research is to develop 
a machine-learning model that can accurately 
predict calorie burn during physical activity. 
This has potential applications in a range of 
settings, including personalized health coaching, 
fitness tracking, and wellness programs. By 

developing an accurate calorie burn prediction 
model, we can help individuals make more 
informed decisions about their physical activity 
and improve their overall health and well-being 
[2]. Although there has been some research on 
predicting calorie burn using machine learning 
techniques, there is still a significant gap in the 
literature. Most existing studies have focused 
on predicting calorie burn for specific types 
of physical activity or in specific populations.
There is a need for more generalizable models 
that can accurately predict calorie burn across a 
range of physical activities and individuals [3]. 
The main objectives of this studies are: To collect 
data on physical activity and calorie burn from a 
variety of sources, including fitness trackers and 
wearable devices. Need to preprocess and clean 
the data to ensure accuracy and consistency. To 
develop a range of machine learning models to 
predict calorie burn, including linear regression, 
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random forest, and support vector machines. To 
compare the performance of these models and 
identify the most accurate model for predicting 
calorie burn. To interpret the results and draw 
conclusions about the effectiveness of using 
machine learning for predicting calorie burn [4]. 
The scope of this research is to develop a machine 
learning model for predicting calorie burn during 
physical activity. We will collect data from a variety 
of sources and preprocess it to ensure accuracy 
and consistency. We will use several different 
machine learning models to predict calorie burn 
and compare their performance. The study will 
focus on a range of physical activities, including 
walking, running, and cycling. The study will not 
examine the impact of other factors such as diet 
or sleep on calorie burn [5]. In the discussion, 
section 2 provides a comprehensive review of 
the existing literature on machine learning-based 
calorie burnt prediction. In section 3, we detail 
the methodology adopted for data collection, 
preprocessing, feature engineering, and model 
development. Section 4 outlines the results of 
our experiments and compares the performance 
of various machine learning models. In section 5, 
we discuss the implications of our findings and 
identify potential areas for future research. Finally, 
in section 6, we summarize the key conclusions 
of our study and provide recommendations 
for both researchers and practitioners.

Literature Review:
Machine learning algorithms have gained 

widespread use in recent years to predict calorie 
burn during physical activity. These studies often 
collect physical activity data and other relevant 
variables such as heart rate, age, and gender 
from fitness trackers, mobile applications, and 
wearable devices. This section provides an 
overview of some of the critical studies in this 
area.
Sathiya T et al. [4] discussed to predict user’s 
calorie and applied CNN model to classify food 
items from the input image. They also used image 
processing techniques such as deep learning 
model and their model provide 91.65% accuracy 
in predicting user’s calorie from input image.

Sona P Vinoy illustrates to predict calorie 
burn during the workout et al. [6] used machine 
learning algorithms such as XGBboost regressor 

and Linear regression models  to find out 
calorie burnt in physical activities. Their mean 
absolute error value is almost 2.71 in XGB 
regressor and 8.31 for linear regression. They 
used 7 attributes such as age, height, weight, 
duration, heart_rate, body_temp and calorie. 
Their dataset was in 15000 CSV with 7 attributes. 
They did not mention their model accuracy.

Suvarna Shreyas Ratnakar et al. [7] discussed 
how to predict calories burnt from physical 
activities. They used the XGB boost Machine 
learning algorithm to predict it including 15,000 
raw dataset and their mean absolute error value is 
2.7 and model accuracy is not mentioned. Rachit 
Kumar Singh et al. [8] illustrated their method 
to predict calorie burn using machine learning 
techniques. In their work, logistic regression, 
linear regression and lasso regression models 
were used but they  didn’t mention about mean 
error absolute value, dataset and model accuracy. 

Marte Nipas et al. [9] discussed how to 
predict burned calories using a supervised 
learning algorithm. They used a Random forest 
algorithm and gained 95.77% model accuracy. 
They also used the iterative method to find out 
the appropriate output from an input. Their 
work is almost better than other recent work. 

Gunasheela B L et al.  [10] discussed their 
techniques to predict calorie from input images. 
They used some digital image processing 
techniques such as image acquisition, RGB 
conversion, feature extraction and image 
enhancement so on. They segmented input 
images and used techniques and then combined 
segmented images, finally calorie predicted. 

KR Westerterp et al. [11] discussed how 
to determine energy expenditure by body 
size and body compositions and food intake 
and physical activity. He used body size 
and body compositions and some statistical 
techniques to evaluate calorie expenditure.

In summary, these studies demonstrate the 
potential for machine learning algorithms to predict 
energy expenditure accurately during physical 
activity. However, there is still a need for models 
that can accurately predict energy expenditure 
across various physical activities and individuals. 
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In    the    next    section, we    describe the methodology 
used in this study to address this research gap.

Methodology: 
This study aims to predict the calorie burn during 

physical activity using machine learning models. 
The basic working flow diagram is illustrated in Fig. 1

3.1 Dataset Description 
Data collection is an essential process 

in any machine learning project, as the 
quality of the data used has a significant 

figure no 1

impact on the performance of the resulting 
model. In this research, the dataset was collected 
from Kaggle [12], a popular platform for data 
scientists and machine learning practitioners

to access and share datasets. Once the dataset 
was collected, it was uploaded to Google Colab, a 
cloud-based platform for data analysis and machine 
learning. Google Colab.  In this work, the dataset 
contained over 15,000 records and 7 variables. 

3.2 Dataset Preprocessing 
 We preprocessed the data by removing missing 

values and outliers. Because, preprocess datasets 
are appropriate for applying into the algorithm 
for training and testing. We split the data into a 
training set (80% of the data) and a test set (20% 
of the data) for model training and evaluation [13]. 

3.3 Evaluation of the Performance of 

Machine Learning Models 
 We evaluated the performance of four 

machine learning models: support vector 
machine (SVM), random forest, linear 
regression, and XGBoost regression [14].

3.4 Comparison of Feature Selection with 
Individual Evaluators

 We contrasted the performance of models 
that used all features to models that used feature 
selection methods such univariate feature 
selection and recursive feature elimination. 
To determine the relevance of the feature, 
we employed the correlation matrix [15]. 

3.5 Deriving Key Features 
We derived key features by analyzing the 

feature importance scores from the models. The 
key features included heart rate, duration, and 
temperature. In summary, this study used data 
to predict calorie burn during physical activity 
using machine learning models. We preprocessed 
the data, evaluated the performance of the 
models, and also build a predictive system 
for any real time data. The results of this 
study are described in the next section.

3.6 Data Visualization
Dataset is visualized at Fig. 2; where we found 

two category datasets. These are: male and 
female in X axis and dataset counted in Y axis. In 
fig. 3, height vs density is illustrated; where the 
highest density is taken 0.025 to Y axis and height 
is last in 220 at the X axis. We can follow data 
visualization from image processing also [14]. 

Figure. 2: Plotting the gender column in the count plot (data visualization)
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Figure. 3 finding the distribution of Height column

3.7 Correlation in the Datasets: 
Correlation in the datasets among features 

is illustrated in fig. 4; it is indicated that 
interrelation among features of used data [15]

3.8 Building the Web App: 
Actually, after building the web app; it predict 

the amount of calorie burnt based on input 

Figure 4 Construction of a heatmap to 
understand the correlation of the features

features. If we give 7 inputs, then the app 
can predict calorie burnt amount. The features 
are: gender, age, height, weight, duration, 

Figure 5 : How to predict calorie burnt by web App

heartrate and body temperature. After giving 
these features, our app will produce burnt calorie 
amount automatically. It can work like fig. 5

Results and Discussion:
In the result part, we will discuss about models 
accuracy for training and testing, different 

types of errors, bar chart of accuracy for different 
algorithm, bar chart of evaluation metrics of 
different algorithm, web app predicted results and 
finally comparison our work to recently done work.

The training and testing accuracy over same 
dataset for different model is shown in Table 4.1; 
where we can see that the highest accuracy is 
gained by XGBoost algorithm and lowest accuracy 
is gained by SVM. That’s why, we chosen XGBoost 
model to build up web app for predicting calorie 
burnt amount. This app can find out the calorie 
burnt amount based on XGBoost algorithm at 
back end. So, by using this app we can get calorie
burnt amount from physical activities with seven 
features [16]. 

Table 4.1 Training and testing accuracy of different 
algorithm over same dataset

20%. Lowest accuracy is for SVM, less 
than 20% for both training and testing. On 
the other hand, we got highest polygon 
for XGBoost. Means that, it is appropriate 
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Amount of
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Calorie Test Result

Models Training Accuracy Testing Accuracy 
SVM 19.71% 12.50% 

Random Forest 100% 14.27% 
Linear Regression 70.78% 72.21% 

XGBoost 99.67% 99.63% 

Table 4.1 Training and testing accuracy of different algorithm over same dataset
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Figure 6 BAR chart of accuracy rate for different 
algorithm

and testing. It is satisfactory for our system.
Where we see that training accuracy is highest for 

random forest but test accuracy is not satisfactory.
 From the Table 4.2 illustrated different types 

of errors in Linear Regression and XGBoost 
models. Here lowest mean squared error is 
found in XGBoost regression model and it is 
appropriate for our calorie prediction system.

Fig. 7 represents that BAR chart of evaluation 
matrices of different algorithms. Where Linear 
regression and XGBoost models polygon are 
shown. Highest frequency polygon found for linear 
regression. Means that it has much error than 
from XGBoost regression. Every model errors has 
four parts. These are: Mean absolute error, Root 
mean absolute error, R-squared error, and Mean 
square error. In contrast, linear regression has 
significant inaccuracy. That is why we decided 
to design the app using XGBoost. These four 
typical indicators are frequently employed to 
assess the effectiveness of a regression model.

Table 4.2 Score of different types of errors in model
1. Mean Squared Error (MSE): Between

the expected and actual numbers, this 

calculates the average squared difference. 
The projected and actual values 

diverge more, as shown by a higher MSE.

2. Root Mean Squared Error (RMSE): A
more understandable number in the same 
units as the target variable is provided 
by this, which is the MSE’s square root.

3. Mean Absolute Error (MAE): This
calculates the typical absolute difference 
between the expected and observed values. 
MSE is more sensitive to outliers than MAE.

4. R-squared (R2) score: This gauges
how much of the target variable’s variance the 
model is capable of explaining. A perfect fit is 
indicated by a score of 1, which goes from 0 to 1.

The MSE in the instance of linear regression 
is 130.09, suggesting that the average squared 
difference between the predicted and actual 
values is fairly significant. The average difference 
between the predicted and actual values is 
approximately 11.41 units, according to the 

Fig.7 BAR chart of evaluation matrices of 
diffrent algorithms

RMSE, which is 11.41. The MAE is 8.39, which 
means that there is an 8.39 unit average absolute 
difference between the expected and actual 

values. Finally, the R2 score of 0.97 shows that 
the model explains 97% of the variance in the 
target variable, which is regarded as a good match.

Conversely, in the instance of XGBoost, the 
MSE is 4.53, suggesting that the average squared 
difference between the predicted and actual values 
is fairly small and the model has a strong fit. The 
RMSE is 2.13, which means that the average 
deviation between the predicted and actual values is 
roughly 2.13 units, which is a rather accurate result. 
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Table 4.2 Score of different types of errors in model 

Model Mean Squared Error Root Mean 
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Linear 
Regression 130.087 11.405 8.385 0.966 

XGBoost 
Regression 4.534 2.129 1.480 0.998 
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Fig. 7 BAR chart of evaluation matrices of different algorithms
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actual values. Lastly, the target variable’s variance 
is explained by the model to a great extent (R2 = 
0.9988), accounting for 99.88% of the variance 
in the target variable. The XGBoost regression 
model appears to have performed admirably on 
the provided dataset, according to these metrics. 
1. Mean Squared Error (MSE): Between

the expected and actual numbers, this 
calculates the average squared difference. 
The projected and actual values diverge 
more, as shown by a higher MSE.

2. Root Mean Squared Error (RMSE): A
more understandable number in the same 
units as the target variable is provided 
by this, which is the MSE’s square root.

3. Mean Absolute Error (MAE): This calculates
the typical absolute difference between 
the expected and observed values. MSE 
is more sensitive to outliers than MAE.

4. R-squared (R2) score: This gauges how much
of the target variable’s variance the model is 
capable of explaining. A perfect fit is indicated 
by a score of 1, which goes from 0 to 1.

The MSE in the instance of linear regression is 
130.09, suggesting that the average squared 
difference between the predicted and actual 
values is fairly significant. The average difference 
between the predicted and actual values is 
approximately 11.41 units, according to the 
RMSE, which is 11.41. The MAE is 8.39, which 
means that there is an 8.39 unit average absolute 
difference between the expected and actual 
values. Finally, the R2 score of 0.97 shows that the 
model explains 97% of the variance in the target 
variable, which is regarded as a good match.

Conversely, in the instance of XGBoost, the MSE 
is 4.53, suggesting that the average squared 
difference between the predicted and actual 
values is fairly small and the model has a strong 
fit. The RMSE is 2.13, which means that the 
average deviation between the predicted and 
actual values is roughly 2.13 units, which is a 
rather accurate result. The MAE is 1.48, indicating 
an average absolute difference of about 1.48 
units between the expected and actual values. 
Lastly, the target variable’s variance is explained 
by the model to a great extent (R2 = 0.9988), 
accounting for 99.88% of the variance in the 
target variable. The XGBoost regression model 

appears to have performed admirably on the 
provided dataset, according to these metrics. 

Fig. 8 shows that calorie prediction web-based 
app. It is an real life app to find out burnt calorie 
amount by giving some input features such as 
gender, age, height, weight, duration, heart rate 
and body temperature. After giving this input, 
this app will predict calorie burnt amount.  In the 
discussion, we can compare our work to other 
researcher’s existing work. In the comparison, 
we can see that our work is superior to other. 
For analyzing, see the comparison table below.  

Figure. 8 Calories Prediction Web App

Conclusion and Future Plan: 
The main objective of this study was to create a 
precise machine learning model that could predict 
a specific outcome variable based on a series of 
characteristics. This was achieved through the 
collection and preparation of a dataset, as well 
as testing the effectiveness of various machine 
learning  models and feature selection techniques. 
The findings indicated that the XGBoost model 
demonstrated superior performance compared 
to the other models in terms of accuracy and 
other relevant metrics. This suggests that the 
XGBoost model could be a valuable tool for 

Calories Prediction Web App

Calories Test Result

Predicted Calories burnt:184.74783325195312

Gender

male

Age

23

Height

170

Weight

60

Duration

30

Heart Rate

110

Body Temperature 

39
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The MAE is 1.48, indicating an average absolute difference of about 1.48 units between the expected and 

Table 4.3 Comparative analysis proposed work to existing researchers 
 

predicting similar outcome variables based on 
similar datasets. The key features derived from 
the feature selection and evaluation process 
were identified and discussed in terms of their 
importance and relevance in predicting the 
target variable. These key features were also 
related to the problem domain, providing insights 
and implications for potential applications.

However, the study also had some limitations, 
such as the limited size of the dataset and the 
possibility of overfitting. Future research could 
address these limitations and further improve the 
performance of the models and feature selection 
approaches. Overall, this study contributes 
to the field of machine learning and provides 
practical implications for the problem domain. 

Table 4.3 Comparative analysis proposed work to existing researchers 

Article Title Datasets Method Accuracy Mean absolute error 

[4] 

PREDICTION OF 
USER’S CALORIE 
ROUTINE USING 

CONVOLUTIONAL 
NEURAL 

NETWORK 

Random 
Images 
from 

Google 
CNN 91.65% 

- 

[6] 

Calorie Burn 
Prediction Analysis 

Using XGBoost 
Regression and Linear 
Regression Algorithms 

15,000 
records 
with 7 

variables 

XGBoost, 
Linear 

Regression 
- 

2.71(XGBoost), 
8.31(Linear 
Regression) 

[7] 
Calorie Burn 

Prediction using 
Machine Learning 

15,000 
records 
with 7 

variables 

XGBoost       - 2.7 

[8] 

Calories Burnt 
Prediction Using 

Machine Learning 

- Logistic 
Regression, 

Linear 
Regression 
and Lasso 
Regression 

- - 

[9] 

Burned Calories 
Prediction using 

Supervised Machine 
Learning: Regression 

Algorithm 

- Random 
Forest 

95.77% - 

[10] 
CALORIES 

PREDICTION 
BASED ON FOOD 

IMAGES 

- Digital 
Image 

Processing 
Techniques 

- - 

Proposed Work 
Calories Burnt 

Prediction Using 
Machine Learning 

Approach 

15,000 
records 
with 7 

variables 

XGBoost, 
SVM and 

Linear 
Regression 

99.67% 1.48% 
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